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BCA IV SEMESTER [MAIN/ATKT] EXAMINATION

MAY - JUNE 2025

STATISTICS
[Probability and Probability Distribution]
[Open Elective]
[Max. Marks : 60] [Time : 3:00 Hrs.[

Note : All THREE Sections are compulsory. Student should not write any thing on question paper.
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[Section - A]

This Section contains Multiple Choice Questions. Each question carries 1 Mark. All
questions are compulsory.
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Q. 01

Q. 02

Q. 03

Q. 04

Probability of a impossible event (¢) 1s -

TF ST TeT (§) BT Wwdr & -

a) 1 b) «

¢) O d) None of these

If X is a random variable with its mean X, then the expression E(X — }_{)2

represents -
a) The variance of X b) Second central moment
¢) Both (a) and (b) d) None of these

Ify X 76 Aghos @) & e arg X 8 99 wieRe EX - X)© &1 9
IR

a) X &I JAI0 b) fecia =i aegi
¢) (a) 3R (b) I d) SWRIgT § 9 ®15 T8t
The mean of Binomial distribution is -
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a) n b) np

€) npq d) o’ p’

In which continuous type distribution, the mean and variance are equal -
a) Gamma Distribution b) Beta Distribution

¢) Normal Distribution d) Cauchy Distribution
P.T.O.



Q. 05
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a) T 92 b) T de
¢) UHMEN g d) el ded

Rejection of Null Hypothesis where it is true is called -

a) Type-IError b) Type - II Error

¢) Both Type I and II Error d) None of these
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a) TUoH UBHR BT S b) fgda gepR & Ffe
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[Section - B]

This Section contains Short Answer Type Questions. Attempt any five questions in this
section in 200 words each. Each question carries 7 Marks.
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Q. 01

Q. 02

Q. 03

Q. 04

Q. 05

Q. 06

Write Mathematical and statistical definition of probability.

UIyHaT &I TR Td FikegdT gyt forfad |

Define random variable and also explain their types ?

YIEfed TR B GRAMT DI TAT S5 YbR AT FHHSY |

Prove that the expectation of sum of two varities is equal to the sum of two
expectation i.e. E(X + Y) = E(X) + E(Y)

g DI & == B IRT BT TART STHT JATRNsl & INT B awIeR B
2, Aafd E(X +Y) = E(X) + E(Y)

Define Binomial Distribution. Find its mean and moment generating
function.

fgue ded B URAINT SR | FHS A 3R SMEP TP Bl DI HAI
BT |

Define Bernoulli distribution and obtain its mean and variance.

AT g Bl gRaT IR U9 59 R Ud GNPl ST BT |

Find the mean of beta distribution of second kind.
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Cont. . .
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Q. 07

Q. 08

Define with examples -

1) Simple and Composite Hypothesis.  11) Type I and Type II Error.

SR e gRHErt SR -
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Explain Chi-Square Test.
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[Section - (]

This section contains Essay Type Questions. Attempt any two questions in this section in 500
words each. Each question carries 10 marks.
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Q. 09

Q. 10

Q. 11

Q. 12 a)

b)

State and prove Addition theorem of Probability.
ORI & I M 31 forgar Rig B/ |

A random variable X has the following probability function -
T AEREE W X BT WeGdl wed 4 & -

X 0 1 2 3 4 5 6 7

PX):| 0 K 2K | 2K | 3K | K* | 2K* | 7K% +

Find K and evaluate P(X < 6), P(X > 6) and P(0 < X < 3)

K &1 99 fF@ifed ek P(X < 6), P(X > 6) @R P(0 < X < 5) &I 30T
PIT |

Define Poisson Distribution. Find its mean, variance and moment generating
function.

Wl g2 DI URAINT ST | gHd Hed Y80 U4 SIEU Sid ol Bl
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Describe the 't test for testing single mean.
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Describe the T test.
F oo &1 9ui9 HIH |
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